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Expert investigators bring advanced skills and deep experience to analyze visual evidence, but they face limits
on their time and attention. In contrast, crowds of novices can be highly scalable and parallelizable, but lack
expertise. In this paper, we introduce the concept of shared representations for crowd–augmented expert work,
focusing on the complex sensemaking task of image geolocation performed by professional journalists and
human rights investigators. We built GroundTruth, an online system that uses three shared representations—a
diagram, grid, and heatmap—to allow experts to work with crowds in real time to geolocate images. Our
mixed-methods evaluation with 11 experts and 567 crowd workers found that GroundTruth helped experts
geolocate images, and revealed challenges and success strategies for expert–crowd interaction. We also discuss
designing shared representations for visual search, sensemaking, and beyond.
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1 INTRODUCTION
High-stakes settings like investigative journalism and human-rights advocacy increasingly leverage
photo and video evidence from social media in their investigations [15, 32, 75]. For instance, in 2017,
Europol launched the Stop Child Abuse: Trace An Object campaign [5] that relies on volunteer
crowds to help identify the origin of objects in the backgrounds of imagery (photos and videos)
involving child abuse. Similarly, Bellingcat, an online open-source investigative community, uses
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social media imagery to investigate the credibility of claims made by and about governmental or
terrorist activity [36].

Uncertainty in image provenance raises questions about whether the imagery has been altered
or is being reused. This uncertainty a�ects the credibility of the imagery and subsequently harms
its e�cacy as a form of evidence, whether in the court of law or of public opinion. If these images
are to be used as evidence, veri�cation is critical [32, 75].

A key step in this veri�cation process isimage geolocation, a complex sensemaking process that
involves identifying the exact location where photo or video imagery was taken [36, 46]. If an
expert investigator succeeds in geolocating an image, then it can reliably be used to make claims
about an event that happened at a particular place and time. Initially, an expert inspects the image
for clues, such as familiar landmarks, license plates, street signs, etc., to narrow their search. When
these clues are not conclusive, they use inference and experience to conduct a manual, brute-force
search through large swathes of satellite imagery, looking for the location depicted in the image
[36]. This task may take hours to days, and may not prove fruitful. It also does not scale easily
[7, 19], meaning that successful geolocation is limited by experts' time and attention. Computer
vision attempts at automating this process [33, 85, 87] are insu�ciently accurate, placing photos
within within 200km of the correct location less than 30% of the time. Further, they have constraints
that may not generalize well for many real-world contexts [14].

An alternative approach that has seen success is leveraging the powerful and adaptive capabilities
of geographically distributed online crowds [1� 5, 78]. However, crowds often lack expertise in
knowing where to look or how to assess relevance, which can lead to false positive rates as high as
64.1% [46]. Undirected crowds can also lead to vigilantism [83, 93] and misidenti�cation [63]. The
question then arises, can crowds e�ectively augment expert work practice to geolocate images?

In this paper, we propose an approach that combines experts' deep domain knowledge and
experience with the speed and scale of crowds. To enable this approach, we extend Heer's idea
of shared representationsbetween humans and intelligent agents [35], and use it to facilitate
crowd-supported expert image geolocation. Heer describes shared representations as a common
language through which both humans and intelligent agents can work in tandem to achieve a
shared objective, balancing the complementary strengths and weaknesses of each. This approach
is relevant to crowd-supported expert work practice because it augments but does not replace
experts, while still promoting e�ciency and correctness, and it requires �neither perfect accuracy
nor exhaustive modeling of the user's tasks to be useful� [35].

We explore this approach through GroundTruth, a system we developed to help experts geolocate
images with a crowd. GroundTruth consists of three shared representations as system components:
(1) an expert-createdaerial diagramto help share context with the crowd, focus their attention, and
overcome their spatial reasoning limitations; (2) agridded map overlayspeci�ed by experts that
generates microtasks for crowd workers, indicating where they should search, while providing the
expert an overview of crowd progress; and (3) aheatmapdisplaying expert and crowd decisions
which quickly and at-scale indicates to the expert where their own time and attention is best spent.

We conducted a mixed-methods evaluation of GroundTruth involving a think-aloud protocol,
log analysis, and semi-structured interviews with 11 experts working with 567 crowd workers.
We �nd that GroundTruth e�ectively merges the bene�ts of both expertise and crowdsourcing,
demonstrating the feasibility of crowd-supported expert image geolocation using shared repre-
sentations. Experts worked with crowds in real-time to narrow the search area substantially, and
frequently succeeded in geolocating the image. Experts were also excited by the idea of incorpo-
rating GroundTruth into their toolset since it provides features that are not currently available in
other tools. Finally, we re�ect on challenges and successes in designing shared representations
highlighted through our evaluation.
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In summary, our work makes four contributions:
(1) Our paper makes a technical contribution by introducingshared representationsin crowd-

supported visual search, allowing visual traits and context to be easily communicated between
experts and novice crowds performing a complex sensemaking task: image geolocation.

(2) GroundTruth makes a system contribution as an operationalization of shared representations
that enables expert investigators to geolocate images with the help of crowds. This is done
using three shared representations: an aerial diagram, a gridded map overlay, and a heatmap
displaying experts' decisions and real-time crowd feedback.

(3) A mixed methods evaluation with expert investigators, who drew their own aerial diagrams
and worked with crowds in real time to geolocate images. Experts expressed an overall
preference for GroundTruth over current expert work practice and tools. Our evaluation
�nds that shared representations support new collaborative work dynamics.

(4) We further develop implications for enriching expert�crowd collaboration in investigative
work, and applying shared representations to complex tasks beyond visual search, which are
currently only the purview of experts.

2 BACKGROUND

To provide context for our system and evaluation, we �rst summarize expert image veri�cation
and geolocation work�ows. Although there are empirical studies of veri�cation in general [14, 74],
image geolocation has seen less scholarly attention [45, 60]. Therefore, we draw on practitioner
accounts [10, 32, 36, 75] to �ll gaps in the limited scholarly record. We also relate these existing
practices to sensemaking theory [67] and identify challenges that motivated our design rationale
and system development.

2.1 Current Expert Practice in Image Geolocation

Experts in many investigative �elds, such as journalism, human rights, and military intelligence,
perform image geolocation as a key step in the broader task of verifying photos and videos shared
on social media. The goal is to identify the precise location where the image was captured, to help
support or refute claims about its provenance and meaning.

Experts perform image geolocation using a largely manual process characterized by iteratively
narrowing down possibilities to �nd a needle in a haystack. They start with a photo that they want
to geolocate, obtained through social media or by received from clients. Next, they examine the
surrounding context and metadata of the image, researching the user who posted it and the claims
made about it. Most social media platforms scrub metadata, including geotags, for uploaded content
as a privacy measure, which is why experts focus their attention on the actual visual content of
the images [75]. Experts look for road signs, business names, phone numbers, unique landscape or
architectural features, or other clues that could point to certain locations or rule out others. If this
step does not su�ciently narrow down the location, experts may resort to a brute-force approach
of manually searching satellite imagery in candidate locations for potential matches. Experts often
draw an aerial diagram of the ground-level photo of interest to ease visual comparison [36]. This
�translation� process requires expertise in spatial reasoning and mental rotation which experts
develop over time [60].

2.2 Expert Image Geolocation as Sensemaking

The process of image geolocation, and image veri�cation more generally, can be understood as a
sensemaking task, in which the goal is to gather and analyze large amounts of diverse, unstructured
information to arrive at a theory or conclusion [23, 67, 69]. One in�uential model by Pirolli and
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