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Crowdsourcing more complex and creative tasks is seen as a desirable goal for both employers and workers,
but these tasks traditionally require domain expertise. Employers can recruit only expert workers, but this
approach does not scale well. Alternatively, employers can decompose complex tasks into simpler microtasks,
but some domains, such as historical analysis, cannot be easily modularized in this way. A third approach is
to train workers to learn the domain expertise. This approach offers clear benefits to workers, but is perceived
as costly or infeasible for employers. In this paper, we present CrowdSCIM, a workflow that teaches domain
expertise (historical thinking skills) to novice crowdworkers.We compare CrowdSCIMwith two crowd learn-
ing techniques from prior work and a baseline to explore the trade-offs between learning and productivity.
Our evaluation (n=360) shows that CrowdSCIM allows workers to learn domain expertise while producing
work of equal or higher quality versus other conditions, but efficiency is slightly lower.
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1 INTRODUCTION
Crowdsourcing more complex and creative tasks has become a desirable goal for both employers
and workers [29]. Employers can crowdsource more tasks with high scalability on demand, while
workers have more and greater varieties of tasks from which to choose.

However, complex tasks traditionally require domain expertise. To complete these tasks, em-
ployers can recruit expert workers, but this approach does not scale well because relatively few
workers may have the required expertise compared to the large number of available tasks. Alterna-
tively, employers can decompose complex tasks into simpler micro-tasks, design workflows, and
aggregate results from these tasks. However, in some domains, such as historical analysis, work
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cannot be easily modularized in this way (e.g.,[5, 9, 51, 52]). Even when decomposition is feasi-
ble, studies show that experts may have to invest significant time and effort to design an effective
crowdsourcing workflow (e.g., [6, 7, 30, 35, 36]). A third approach is to train workers to learn new
skills or knowledge required to complete the task. This approach offers clear benefits to workers,
but may be perceived as costly or infeasible for employers.

In this paper, we built on this third research direction. Prior work has explored techniques for
helping crowds learn, but primarily in narrow, goal-oriented contexts, such as learning a specific
task [13, 57] or memorizing factual domain knowledge [34]. We considered how crowds might
learn domain expertise, i.e. analytical skills and thinking strategies, that may support the task at
hand, but also provide more generalized, transferable value to the worker beyond the immediate
task. Our work seeks to help bridge the gap between task-oriented learning for paid crowds and
the deeper online learning experiences of students participating in massive open online courses
(MOOCs).

Our investigation focused on the task domain of analyzing historical documents. Although
historians report a variety of challenges in conducting research online [42] and the benefits of
crowdsourced support for historical research are increasingly recognized [33], few studies have
systemically evaluated the potential of crowdsourced history support. Further, most crowdsourced
history projects focus on transcription of primary sources, an important but relatively simple task
requiring low domain expertise. We focused on more complex tasks such as writing summaries of
historical documents and evaluating their relevance to high-level themes of interest to historians.

To help paid novice crowd workers learn domain expertise, we drew inspiration from a scaf-
folding technique called SCIM-C [22], originally developed for students in traditional schools to
learn historical thinking skills. Through an iterative design process and several pilot studies, we
adapted SCIM-C for novice crowd workers to create a microtask workflow called CrowdSCIM.
We compared CrowdSCIM with two other crowd learning techniques from prior work [13, 57],

plus a baseline, to understand the trade-offs between learning and productivity in training crowds
to analyze historical documents. Our evaluationwith 360 crowdworkers fromAmazonMechanical
Turk (AMT) shows that CrowdSCIM allows workers to learn domain expertise while producing
work of equal or higher quality compared to other approaches, though efficiency is slightly lower.
Although our empirical results focus on historical document analysis, we propose a generalized
workflow for teaching domain expertise within microtasks, towards the goal of more meaningful,
beneficial experiences for crowd workers.

2 RELATEDWORK
2.1 Historical thinking and history education
A Library of Congress publication colorfully depicts historians as detectives searching for evidence
among primary sources [53]. Learning history is more than merely memorizing facts from various
sources. Although historians have expertise in different periods or topics of history, they share
some common way of thinking history and analyzing historical documents [54]. The analysis of
sources includes identifying factual information, evaluating reliability of sources, understanding
multiple perspectives, contextualizing sources in time and space, reasoning and inferences, cor-
roborating across multiple sources, and generating possible understandings and interpretations
[5, 9, 51, 52].
Several learning approaches have been proposed to help students learn history through histori-

cal thinking, such as learning through authorship [20], apprenticeships (or guidance) [10, 43], and
confronting questions [55]. These strategies generally require substantive interactions between a
human instructor and a student. Some studies have shown that the use of hypertext scaffolding
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may support some historical thinking processing [24, 25]. Building on these studies, Hicks et al.
developed SCIM-C [22], a strategy that can scaffold the historical thinking process when analyzing
historical primary sources. It includes five phases: 1) Summarizing information and evidence from
the source, 2) Contextualizing the source in time and space, 3) Inferring from subtexts and hints
in the source, 4) Monitoring initial assumptions and overall focus, and 5) Corroborating under-
standing across multiple sources. Evaluations showed that SCIM-C is an effective strategy to help
students learn historical thinking through multimedia embedded scaffolding [21, 39]. While SCIM-
C has been shown to be effective in the classroom with collocated students, experienced teachers,
and multi-day training sessions, its applicability for novice crowd workers is unknown. This paper
explores how SCIM-C can be adapted for a micro-tasking context, providing just-in-time domain
expertise for workers completing tasks requiring historical thinking skills.

2.2 Crowd learning and learner-sourcing
Some research has begun exploring the use of crowdsourcing in classroom-related settings. This
body of work focuses on improving learning with collective learner activity or receiving feedback
from other (paid) crowds, including creating crowdsourced subgoals in how-to videos [27, 28, 49],
crowdsourced assessments or exercises [40, 45], personalized hints for problem-solving [16] , re-
ceiving design critiques [19, 56], collaborative discussion [8], identifying students’ confusions [15],
and generating explanations for solving problems [50]. These studies try to address the issue of
low ratios of expert teachers to learners, especially inMOOCs. This body of research is also termed
learner-sourcing because it focuses on how learners can collectively generate useful learning ma-
terials for future learners.

CrowdSCIM differs from these studies in that CrowdSCIM is built on top of a scaffolding tech-
nique to be used without the need of other peer learners or crowds. While these learner-sourcing
techniques require additional (learner) crowds’ participation or content production (e.g., sub-goals
in how-to videos, design critiques, and explanations) to facilitate learning, a CrowdSCIM user can
learn historical thinking while doing tasks without feedback or participation from others. Further,
CrowdSCIM is designed for paid crowd workers, a population with greater limitations of time,
interest, and expertise, than students in MOOCs or traditional classrooms.

2.3 Crowd learning on citizen research platforms
While citizen research platforms like Zooniverse have attracted many non-professionals to con-
tribute to major discoveries, these projects are also considered a means of engagement and out-
reach, such as citizen science and public history. Yet, recent studies show that learning often hap-
pens outside the context of the crowdsourced tasks [26]. Most relevant to our work, Crowdclass
[34] was among the first efforts to design in-task learning modules for citizen science. Similar
to our work, Crowdclass focuses on paid novice crowd workers and uses pre- and post-tests to
measure learning. However, unlike our approach, Crowdclass focuses on learning factual knowl-
edge; workers correctly answer multiple-choice questions (and "hybrid questions" synthesizing
facts across multiple lessons) to demonstrate mastery and advance in a hierarchy of learning mod-
ules. In contrast, CrowdSCIM teaches workers to consider the meaning of a document from multi-
ple perspectives by reflecting on a set of generalized questions. Although direct comparisons are
complicated by differences in task and domain (i.e., analyzing historical documents vs. classify-
ing galaxies), CrowdSCIM has the benefit of being content-agnostic within a domain. Crowdclass
may require experts to design new questions and answers to teach and test each new type of fact,
whereas CrowdSCIM does not require expert intervention when new documents are presented.
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CrowdSCIM builds on Incite [3] for summary, tone rating, tag and theme rating in the history
domain. Incite is an open-source crowdsourcing system designed to help historians analyze pri-
mary sources [3]. We chose Incite as our target crowdsourcing platform for a few reasons. First, it
includes a variety of higher-level tasks to support historical research, including summaries, tone
ratings, tags, and theme ratings, in contrast to most crowdsourced history platforms that focus on
simple transcription (e.g., [1, 4]). Incite groups these tasks into three steps: Transcribe (transcribe,
summarize, and rate tone), Tag (tag entities), and Connect (rate theme). This selection of tasks
is consistent with what prior work suggested in supporting historical research [14, 42]. Second,
Incite has been used by real digital archive projects to support historical research [3]. Third, it is
open-source and easy to plug into existing digital archives.

While Incite may also be used to support history education, CrowdSCIM differs in that In-
cite is optimized for students in classrooms with instructors’ intervention over a multi-day time
span, while CrowdSCIM is designed as a standalone system with novice, paid crowd workers and
micro-tasks. Also, CrowdSCIM excludes the simple transcription task and focuses on higher-level
Summary-tone, Tag, and Connect tasks.

2.4 Crowd learning and work quality
While most crowdsourcing studies focus on work quality, some research considers both worker
learning and work quality [11–13, 57]. While most of these studies show that learning can help
improve quality, others do not. Pandey et al. [41] found that workers who had access to MOOC-
style learning materials about microbiomes scored higher on a subject matter test, yet produced
similar work quality (i.e., generating creative ideas about microbiome influences) compared to
workers without access to the learning materials. Crowdclass [34] shows that a workflow designed
for learning may actually lower the work quality. These mixed results motivate our current study.

To understand CrowdSCIM’s potential trade-offs between learning, quality and efficiency, we
selected two of the most similar approaches from prior work, Reviewing vs. Doing (RvD) [57] and
Shepherd [13] as comparison conditions. In RvD, Zhu et al. [57] found that workers who review
others’ work perform better on subsequent tasks than workers who simply performed more tasks.
They theorize that reviewers experience learning benefits seen in offline studies of mentorship. In
Shepherd, Dow et al. [13] compare the performance of workers receiving no feedback to workers
who either perform a self-assessment using a rubric, or receive an external assessment from an
expert. Self-assessment was as effective as expert assessment in improving work quality.

Aiding the comparison to CrowdSCIM, both prior studies reported work quality and learning in
detail, and both included some type of writing or summarization tasks, though in different domains.
However, it is not clear which technique works better and how they are applicable to other types of
tasks and domains. Moreover, both RvD and Shepherd focus on learning the task through provided
rubrics, while CrowdSCIM focuses on learning domain expertise through analytical thinking skills.
This comparison supports a close examination of which type of learning is more effective for
gaining domain expertise (i.e., historical thinking).

Following this literature, we compared how CrowdSCIM, RvD, Shepherd, and a baseline tech-
nique affect learning, quality and efficiency on selected crowdsourced tasks (Summary-tone, Tag
and Connect) in the history domain. We asked the following research questions:

• RQ1: How do these techniques affect learning historical thinking for each of the crowd-
sourced tasks?

• RQ2: How do these techniques affect quality of work for each of the crowdsourced tasks?
• RQ3: How do these techniques affect efficiency for each of the crowdsourced tasks?
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3 CROWDSCIM
3.1 Pilot studies
Our goal was to design a crowdsourcing technique to help crowd workers learn historical think-
ing while working on tasks that may contribute to historical research. To achieve this goal, the
crowdsourcing technique had to support learning gains without impeding work quality. We began
with a workflow resembling Incite and, through the series of pilot studies reported below, made
iterative changes to arrive at the current CrowdSCIM workflow.

3.1.1 Incite outside of classrooms (Pilot Study 1). Our first step was to see how well Incite could
support in learning historical thinking outside of the classroom and without an instructor’s inter-
vention. We first customized Incite for the lab study and tested Incite’s workflow on the Amazon
Mechanical Turk (AMT) paid crowdsourcing platform. We focused on Summary-tone, Tag and
Connect tasks. We first asked each participant to complete a pre-test that involved demonstrating
historical thinking skills by writing an interpretation of a historical document. The participant
then completed the three crowdsourced tasks in sequence, and finally completed a post-test. The
tests required writing a historical interpretation for the given primary source. We measured learn-
ing by comparing the pre- and post-test scores using rubrics from prior work [21]. Pilot tests with
seven participants showed no learning gains from the scores or from their verbatim feedback. In
other words, simply giving Incite to crowd workers did not promote learning.

3.1.2 SCIM intervention (Pilot Study 2). To try to increase learning, we reviewed the social
science education literature and identified the SCIM-C framework [22] as a promising candidate
to be adapted for crowd workers. We modified our workflow to add reflective questions from
the SCIM-C framework that prompted participants to think about the meaning of the historical
document from different perspectives. To minimize the gap between the crowdsourced tasks and
SCIM questions, we matched the tasks and questions based on similarity in collaboration with a
history professor, Historian A. Specifically, we matched Summary-tone with Summarize because
both require a good summary of the original text. We matched Tag with Contextualize because
both ask users to identify entities such as location and time. And we matched Connect with Infer
and Monitor because it requires a solid understanding and inference to see if high-level topics are
relevant to a given historical document.

We tested this revised task design with nine participants fromAMT using the same procedure as
before. The results again showed no learning effects, suggesting the unmodified SCIM framework
is not (directly) applicable to the crowdsourcing context.

We observed that although there was no significant learning between tests, the participant’s
answers often included valuable content that the participant should have included in the post-test.
The results seemed to suggest that the participant was able to find required information, but just
did not know how to synthesize it in the post-test. Worker feedback also suggested that the task
seemed too big for a micro-tasking context. We concluded that it might be too much to ask a crowd
worker to complete tasks and learn all four phases of SCIM in one shot and apply all of them in
the post-test.

3.1.3 Micro-task design with in-task practice (Pilot Study 3). To reduce the workload, improve
focus, and increase flexibility, we revised the crowdsourcing workflow to decompose the process
into one task at a time. We began with the Tag task because it showed the lowest learning scores
for Contextualizing in Pilot Study 2. Our revised procedure again began with the pre-test. The
worker made a first attempt at the crowdsourcing task (Tag, in this case). Then, the worker an-
swered a series of reflection questions from the corresponding SCIM phase (Contextualize) and
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Fig. 1. The CrowdSCIM workflow

practices writing an interpretation. Next, the worker had the option to revise their Tag task, hope-
fully incorporating the historical thinking skills from the scaffold. Finally, the worker completed
the post-test.

We tested this design with six participants from AMT. The results showed a significant learning
effect corresponding to Contextualize phase in SCIM with a large effect size (>1.0) for both in-task
and post-test interpretations. The learning effect was slightly higher in in-task practice than in
the post-test, an expected result when the scaffold is "faded." Based on these promising results, we
tested this workflow with the Summary-tone and Connect tasks, each with five or six participants,
and observed similar patterns.

3.2 Final workflow
Our iterative process led to the final design of CrowdSCIM, aworkflow to help crowdworkers learn
historical thinking skills while performingmicro-tasks supporting historical research. CrowdSCIM
consists of three micro-tasks: Summary-tone, Tag and Connect, corresponding to the Summarize,
Contextualize, and Infer and Monitor phases in SCIM-C, respectively. With this decomposition,
each crowdsourced task can be performed individually and each of the phase of SCIM can be
learned separately.

For the Summary-tone task, the user writes a summary of the document and rates the intensity
of each tone from a list. The user then answers four questions from the Summarize phase and
writes a historical interpretation containing the answers. Finally, the user can choose whether to
revise the summary and tone ratings.

For the Tag task, the user tags named entities with categories (e.g., politician, school) for a given
primary source. The user then answers the four questions from the Contextualize phase. The user
then writes a historical interpretation containing the answers. Finally, the user can revise the tags,
if desired.

For the Connect task, the user rates relevance of the given historical primary source to each high-
level theme in a list. The user then answers four questions from the Infer and Monitor phases. (To
balance the workload with the other tasks, we selected two distinctive questions from each phase.)
The user then writes a historical interpretation containing the answers. Finally, the user can decide
whether to revise the theme ratings.
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Thus, the generalized CrowdSCIMworkflow contains four steps (see Figure 1). First, the worker
completes an unmodified production microtask (e.g., summarizing, tagging, or connecting). Sec-
ond, the worker completes a SCIM phase prompting him or her to reflect on the task just completed
by answering a set of questions. Third, the worker writes a historical interpretation synthesizing
his or her answers to the questions. Finally, the worker has the option to apply his or her newly
sharpened historical thinking skills to the initial production microtask by revising his or her work.

Because steps 2–4 in the CrowdSCIM workflow occur after the unmodified production task and
do not require content knowledge, CrowdSCIM is relatively straightforward to implement as an
enhancement of an existing crowdsourced history workflow. This "add-on" design offers several
benefits for requesters. First, it does not require modifying the interface of the initial production
task, reducing requester effort and risk. Second, it guarantees at least equal work quality (vs. not
using CrowdSCIM) because the intervention is applied after the initial production task. As prior
work suggests (e.g., [34]), a primarily learning-oriented workflowmay lower work quality, discour-
aging adoption by requesters. Third, it can be easily turned on and off based on requester needs
(see Section 6.4 for a discussion of trade-offs).

4 EVALUATING CROWDSCIM
To evaluate the effectiveness of CrowdSCIM, we conducted an experiment comparing CrowdSCIM
to three other conditions in terms of learning, quality, and efficiency.

4.1 Apparatus and procedure
The experiment was conducted entirely online. After completing an online IRB-approved consent
form, each unique participant was randomly assigned to one of the four crowdsourcing workflows:
CrowdSCIM, RvD [57], Shepherd [13], and a baseline similar to Incite. The participant was also
randomly assigned three different historical documents — one for pre-test, one for the task, and
one for post-test — from a pool of five documents. The participant then used the web interface we
developed to complete a three-stage work process.

First, the participant completed a pre-test on writing a historical interpretation for a historical
document.

Second, the participant completed the randomly assigned task (Summary-tone, Tag, or Con-
nect). Three of the conditions involved a three-step process: the initial task, an intervention, and
an optional revision to the initial task. The CrowdSCIM intervention involved answering four ques-
tions derived from SCIM-C. The RvD intervention involved reviewing existing work from other
participants. The Shepherd intervention involved self-assessing the participant’s own work. The
Baseline condition required completing only the task itself and had no intervention. Unlike the
Baseline, other three conditions provided an option for the participant to revise the work after the
intervention.

Third, the participant completed a post-test on writing another historical interpretation for a
different historical document.

After the work process, the participant completed a post-task survey for demographic informa-
tion and feedback.

4.2 Participants
We recruited novice crowd workers from Amazon Mechanical Turk (AMT). We restricted to US-
only workers to increase the likelihood of English language fluency, with a 95% HIT (human intel-
ligence task) minimum acceptance rate and 50 or more completed HITs. We recruited 360 workers
and randomly assigned 30 to each of the three crowdsourced tasks of each of the four conditions
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Fig. 2. Experimental design with the process of the Summary-tone task highlighted

(30 participants × 3 crowdsourced tasks × 4 techniques = 360). Each worker was unique and as-
signed to only one HIT to ensure that the required expertise was learned within that HIT. Thus,
there were 30 unique workers per each crowdsourced task per crowdsourcing technique. We paid
participants at least minimum wage ($7.25/hour) based on average task times in pilots.

4.3 Materials
To ensure the validity of our test materials, we used the same historical documents and grading
rubric used in previous evaluations of SCIM-C [21]. The SCIM-C materials were selected, con-
structed, and tested by domain experts including a historian, a teacher educator, an educational
psychologist, and a high school social studies teacher. The documents also cover a variety of eras
and topics in American history, including the American Civil War, the American Revolution, the
Great Depression, and Women’s Rights. The random assignment and wide coverage of these doc-
uments helped eliminate the possibility that the potential effect was caused by some specific topic
or document. Two of the sources are shown on the left panel in Figures 3 and 4. Some of the task
outputs, such as tone ratings, tags, and connections, can be graded automatically if gold standard
data is provided. Other task outputs, including historical interpretations and summaries, requires
manual grading (see Appendices A and B for the rubrics).

4.4 Experimental design
We conducted a between-subjects GRCB (Generalized Randomized Complete Block) design with
one treatment factor (crowdsourcing technique), one block factor (crowdsourced tasks), and three
dependent variables (learning, quality, and efficiency). The overall experimental design is shown
in Figure 2 where the process of the Summary-tone task is bolded.

4.4.1 Crowdsourced tasks (block factor). The crowdsourced tasks Summary-tone, Tag, and Con-
nect were adapted from Incite. The Summary-tone task was to write a maximum three-sentence
summary about the given historical document, and then, on a four-point Likert scale, rate how
intensely each tone was expressed in the document from a given list of tones (e.g., informative,
optimistic). The Tag task was to label named entities with correct categorical information (person,
location, and organization). The Connect task was to rate how relevant each theme (e.g., Racial
Equality) was to the given document on a 4-point Likert scale.
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Fig. 3. A screenshot of the CrowdSCIM intervention for the Summary-tone task

Fig. 4. A screenshot of the RvD intervention for the Summary-tone task

4.4.2 Crowdsourcing techniques (treatment factor). The independent variable, crowdsourcing
technique, had four levels: CrowdSCIM, RvD, Shepherd, and Baseline. While Baseline did not con-
tain any intervention nor revision steps, the other three levels contained an intervention and an
optional revision step. The revision step is the same across all the three techniques, so the only
difference is the intervention.

The Baseline did not contain any intervention nor revision steps. In addition to the pre- and
post-tests, the participant was asked to complete the assigned crowdsourced task.

The CrowdSCIM intervention is described above. Participant answered four SCIM questions
depending on the assigned task. Figure 3 includes the four questions of the Summarize phase
corresponding to the Summary-tone task (see Appendix C for a complete list of these questions).
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After the intervention, the participant had a chance to revise their response to the crowdsourced
task if so desired.
The RvD and Shepherd mimicked the design from the original studies using the same rubric

as the graders. After completing the crowdsourced task, both interventions asked the participant
to assess the quality of work based on a given rubric. After the intervention, the participant also
had a chance to revise their response to the crowdsourced task if so desired. The major difference
was that RvD asked the participant to assess another participant’s work, while Shepherd asked the
participant to self-assess his or her own work. The RvD intervention is demonstrated in Figure 4.
In the Shepherd intervention, we replaced “the worker” and “the worker’s” with “I” and “my”, as
indicated in the original Shepherd study.

4.4.3 Dependent variables. To measure learning, we followed the same procedure used in pre-
vious SCIM-C studies (e.g., [21]) to compare the difference between the participant’s score of the
historical interpretation in the post-test and the pre-test. The interpretations were graded by two
graders who were trained with the same materials used in previous SCIM-C studies and blind to
the crowdsourcing techniques and crowdsourced tasks. The same grading rubric (see Appendix
A for details) from prior SCIM-C studies was also used for grading. Interrater reliability was de-
termined by comparing the graders’ responses (binary yes/no) to the 12 scoring rubric questions
across 60 interpretations from the pilot studies and calculating Cohen’s Kappa. Cohen’s Kappa
ranges from 0.0 (agreement is no better than chance) to 1.0 (perfect agreement), and is appropri-
ate for measuring interrater reliability for categorical data. The graders had a Kappa score of 0.89,
indicating high reliability.
To measure the quality of the summary, we used the score of the summary. The summaries were

graded by the same two graders who were blind to the crowdsourcing techniques. They used the
rubric developed from previous work and guidelines gathered from school writing centers, and
approved by a history professor, Historian B (see Appendix B for details). Interrater reliability
was determined by comparing the graders’ responses (yes or no) to the rubric questions across all
unrevised summaries. The graders had a Kappa score of 0.83, indicating high reliability.

Quality was divided into three categories: low (0–3), medium (4–6), and high (7–10) based on
a 10- point scale. A high quality summary contains no or minor issues that do not affect reading.
A medium quality summary misses some important information, detail or context. A low quality
summary misses much of important information, detail and/or context. These categories were
nominal labels to help make sense of the scores, but we used raw scores for all of the following
data analyses.

To measure the quality of the tones, we compared each worker’s response with a gold standard
response provided prior to the study by a history professor, Historian A. Specifically, we measured
the Cohen’s weighted kappa between the crowd’s response and the gold standard response.

To measure the quality of the tags, we compared each worker’s response with gold standard
response also provided prior to the study by Historian A. Specifically, we measured the precision
and recall of the tags created by the crowd.

To measure the quality of connections (i.e., theme ratings), similarly, we measured the Cohen’s
weighted kappa between the crowd’s response and the gold standard response provided by Histo-
rian A.

To measure how the work quality is affected by the crowdsourcing technique, we calculated
the difference between revised and original work as quality change, if applicable (there was no
revision for the Baseline condition).

We also measured the crowd’s efficiency in analyzing documents in terms of time and attempts
as attrition. Time describes how long it takes for a task to be completed and is an indicator of
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Fig. 5. Individual phase learning across the crowdsourcing techniques

Table 1. Learning (score change) of different tasks across all crowdsourcing techniques

*: p < 0.05
Task and Technique Baseline CrowdSCIM RvD Shepherd

mean sd mean sd mean sd mean sd
Summary-tone 0.07 1.2 1.9* 2.3 0.60 1.7 0.30 1.4

Tag 0.17 1.6 3.3* 2.5 0.50 1.5 0.43 1.7
Connect 0.13 1.7 1.4* 1.7 0.10 1.2 0.80 1.8

how much effort the task requires. Attempts describes how many workers accept and return a HIT
before it is completed and is an indicator of the perceived task difficulty.

5 RESULTS
5.1 Learning: Only CrowdSCIM improves learning
The mean of the pre-test scores was 1.4 (sd=1.2) out of a maximum 12 points. The learning (score
change between pre-test and post-test) of each task for each of the three crowdsourcing techniques
is shown in Table 1 and Figure 5. For the Baseline technique, there is almost no learning; average
learning scores for the Summary-tone, Tag and Connect tasks are 0.07, 0.17 and 0.13, respectively.
For the CrowdSCIM technique, average learning scores for the Summary-tone, Tag, and Connect
tasks are 1.9, 3.3, and 1.43, respectively. For the RvD technique, average learning scores for the
Summary-tone, Tag, and Connect tasks are 0.60, 0.47, and 0.10, respectively. For the Shepherd
technique, average learning scores for the Summary-tone, Tag, and Connect tasks are 0.27, 0.43,
and 0.80, respectively.

A two-way ANOVA showed a significant main effect of crowdsourcing technique (F(3, 354)=26,
p<0.01), insignificant main effect of crowdsourced tasks (F(2, 354)=2.5, p=0.08), and a significant
interaction effect (F(6, 348)=8.5, p=0.01) on learning. Since there was a significant interaction effect
and we were interested in how these crowdsourcing techniques affect the quality based on the 5
measures, we ran a one-way ANOVA’s for each of the tasks. To control the overall Type I error
level (αE ) as 0.05, we used Bonferroni’s adjustment for each ANOVA, whose Type I error level (αI )
became 0.017.

For the Summary-tone task, a one-way ANOVA showed a significant effect of crowdsourcing
technique (F(3, 116)=7.5, p<0.01). Post-hoc Tukey tests indicated that learning of CrowdSCIM was
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Fig. 6. Quality change of the crowdsourcing techniques for each crowdsourced task

Table 2. Quality change of the crowdsourcing techniques for each crowdsourced task

*: p < 0.05; Out of maximum 1.0 (Normalized)
Task Summary Tone Tag (rec.) Tag (pre.) Connect

Technique mean sd mean sd mean sd mean sd mean sd
CrowdSCIM 0.15* 0.21 0.00 0.03 0.10 0.25 0.01 0.20 0.01 0.09

RvD 0.03 0.13 0.02 0.14 0.07 0.17 -0.01 0.09 0.00 0.13
Shepherd 0.01 0.12 0.00 0.19 0.10 0.26 -0.04 0.16 -0.01 0.08

significantly higher than other three techniques (all p≤0.01) and no significant difference among
other three techniques.

For the Tag task, a one-wayANOVA showed a significant effect of crowdsourcing technique (F(3,
116)=19, p<0.01). Post-hoc Tukey tests indicated that learning of CrowdSCIM was significantly
higher than other three techniques (all p<0.01) with no significant differences among other three
techniques.

For the Connect task, a one-way ANOVA showed a significant effect of crowdsourcing tech-
nique (F(3, 116)=4.5, p<0.01). Post-hoc Tukey tests indicated that learning of CrowdSCIM was
significantly higher than Baseline and RvD (both p≤0.01) with no significant differences among
other three techniques.

To better understand what abilities workers learned, we divided overall learning into SCIM
phases: Summarize, Contextualize, and Infer/Monitor, as shown in Figure 5. For CrowdSCIM, we
can see that CrowdSCIM almost always creates learning gains, especially when task and phase are
aligned, and never hurts learning (i.e., post-test worse than pre-test). In addition, CrowdSCIM in
the Tag task also helped workers learn the Summarize ability. In contrast, RvD and Shepherd show
much smaller learning gains and can actually hurt learning in some cases, e.g., Infer/Monitor in
the Tag task for both RvD and Shepherd.

5.2 Quality: Only CrowdSCIM improves summary quality
Since there were five quality measures in the three tasks (summary, tone, recall of tag, precision
of tag, and connect), we first normalized all the measures to a 0–1 scale and then conducted a two-
way ANOVA. The two-way ANOVA showed a significant main effect of crowdsourcing technique
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(F(3, 580)=3.9, p=0.01), a significant effect of crowdsourcing task (the five measures) (F(4, 580)=7.0,
p<0.01), and a significant interaction effect (F(12, 580)=1.9, p=0.03). Since there was a significant
interaction effect and we were interested in how these crowdsourcing techniques affect the quality
based on the five measures, we ran a one-way ANOVA for each of the measures. To control the
overall Type I error level (αE ) as 0.05, we again used Bonferroni’s adjustment for each ANOVA,
whose Type I error level (αI ) became 0.01. The overall quality change of each crowdsourcing tech-
nique for each crowdsourced task is shown in Figure 6 and Table 2.

5.2.1 Summary: Similar original quality but CrowdSCIM brings quality change. The mean sum-
mary quality of the original work was 4.0 (sd=2.5) out of maximum 10 points. This mean cor-
responds to the lowest score in the medium quality category that still contains some important
information, detail, and context.

The mean summary quality change was 1.5 for CrowdSCIM (sd=2.1), 0.3 for RvD (sd=1.3), and
0.1 for Shepherd (sd=1.2). A one-way ANOVA showed a significant main effect of crowdsourcing
technique (F(3, 116)=7.3, p<0.01) on summary quality change. Post-hoc Tukey tests showed the
summary quality change of CrowdSCIMwas significantly higher than other techniques (all p≤0.01)
and no significant difference among other techniques.

5.2.2 Tone: Similar original quality without quality change. The mean tone rating quality of
the original work was 0.54 (sd=0.30) out of maximum 1. The Cohen’s kappa of 0.54 is generally
considered "moderate agreement" with the gold standard [32].
The mean quality changes in tone rating were 0.00 for CrowdSCIM (sd=0.03), 0.02 for RvD

(sd=0.14), and 0.00 for Shepherd (sd=0.09). A one-way ANOVA showed no significant main effect
(F(3, 116)=0.41, p=0.75) on quality change in tone rating.

5.2.3 Tag: Similar original quality without quality change. The mean recall of the original work
was 0.59 (sd=0.28) out of maximum 1. The mean precision of the original work were 0.61 and 0.28
(out of maximum 1).

The mean quality changes for recall were 0.10 for CrowdSCIM (sd=0.25), 0.07 for RvD (sd 0.17),
and 0.10 for Shepherd (sd=0.26). A one-wayANOVA showed no significantmain effect (F(3, 116)=1.7,
p=0.17) on quality changes for recall. The mean quality changes for precision were 0.01 for Crowd-
SCIM (sd=0.20), -0.01 for RvD (sd=0.09), and -0.04 for Shepherd (sd=0.16). A one-way ANOVA
showed no significant main effect (F(3, 116)=0.91, p=0.44) of crowdsourcing technique on quality
change for precision.

5.2.4 Connection: Similar original quality without quality change. The mean connection quality
(theme rating) of the original work was 0.65 (sd=0.26) out of maximum 1. The kappa value 0.65 is
generally considered "substantial agreement" with the gold standard [32].

The mean quality changes for connection were 0.01 for CrowdSCIM (sd=0.09), 0.00 for RvD
(sd=0.13), and -0.01 for Shepherd (sd=0.08). A one-way ANOVA showed no significant main effect
(F(3, 116)=0.20, p=0.90) on quality change for connection.

5.3 Efficiency: Different efficiency but similar attrition
5.3.1 Time: Baseline requires the least time while CrowdSCIM needs the most. Except that the

Baseline did not include intervention nor revision, all techniques contained pre-test, task, interven-
tion, revision, and post-test. The time spent on each stage for each technique is shown in Table 3.
Since we were interested in how these crowdsourcing techniques affect the efficiency of the tasks,
we ran a two-way ANOVA for each of the task-related activities (task, intervention and revision).
To control the overall Type I error level (αE ) as 0.05, we again used Bonferroni’s adjustment for
each ANOVA whose Type I error (αI ) became 0.017.
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Table 3. Time spent at different work stages across different crowdsourcing techniques

*: p < 0.05; Out of maximum 1.0 (Normalized)
Stage Pre-test Task Intervention Revision Post-test Total

Technique mean sd mean sd mean sd mean sd mean sd mean sd
Baseline 6.4 4.4 6.0 3.9 N/A N/A 6.8 7.5 19 12

CrowdSCIM 5.8 3.5 7.1 6.6 10* 6.9 1.8 3.1 7.5 7.3 33 18
RvD 6.6 5.9 6.0 3.6 2.8 1.8 1.5 1.7 6.6 5.4 24 13

Shepherd 6.0 3.8 6.2 4.6 1.9 1.4 1.9 2.0 6.3 4.3 23 10

The mean time required to complete the pre-test was 6.2 minutes (sd=4.5).
Overall, it took 6.4 minutes (sd=4.8) to complete a task. For each task, it took 7.3 minutes (sd=5.1)

to complete the Summary-tone task, 6.3 minutes (sd=5.6) to complete the Tag task, and 5.4 minutes
(sd=3.3) to complete the Connect task. A two-way ANOVA showed a significant main effect of
crowdsourced task (F(2, 348)=4.8, p=0.01) on time spent on the task. Post-hoc Tukey tests showed
it took significantly more time to finish the Summary-tone than the Connect task (p=0.01).

In general, it took 5.1 minutes (sd=5.7) to complete any of the three learning interventions.
Across the three techniques, it took, on average, 10 minutes (sd=6.9) to complete the CrowdSCIM
intervention, 2.8 minutes (sd=1.8) to complete the RvD intervention and 1.9 minutes (sd=1.4) to
complete the Shepherd intervention. A two-way ANOVA showed a significant main effect of
crowdsourcing technique (F(2, 261)=120, p<0.01) on time spent on the intervention. Post-hoc
Tukey tests showed it took significantly more time to finish the CrowdSCIM intervention than
the other two interventions for each of the crowdsourced tasks (all p<0.01).

On average, it took 1.7 minutes (sd=2.4) to complete the revision of a crowdsourcing technique.
For each of the three techniques, it took 1.8 minutes (sd=3.1) for CrowdSCIM, 1.5 minutes (sd=1.7)
for RvD and 1.9 minutes (sd=2.0) for Shepherd. Two-way ANOVA showed a significant main ef-
fect of crowdsourced task (F(2, 261)=4.6, p=0.01) on time spent on revision. Post-hoc Tukey tests
showed it took significantly more time to finish the Summary-tone revision than the Connect
revision (p=0.01).

The mean time required to complete the post-test was 6.8 minutes (sd=6.3).

5.3.2 Attrition (via attempts): Extra work takes extra time but similar attrition rate. The mean
attempts required to complete a task were 3.2 (sd=2.5). A two-way ANOVA showed no significant
main effect of crowdsourced tasks nor techniques on attempts before a task is completed.

6 DISCUSSION
6.1 Learning: CrowdSCIM supports learning while other techniques do not
The results of the pre-test scores (only 1.4 out of 12, on average) showed that crowd workers
generally lacked sufficient historical thinking skills to write a strong historical interpretation for
the given primary source. The learning results for the Baseline condition further suggested that an
instructor’s intervention may be necessary for Incite users to learn historical thinking. Example
historical interpretations are shown in Appendix D.

The CrowdSCIM results showed significant learning gains when the crowdsourced task and
the SCIM phase were aligned (e.g., Summary-tone with Summarize, Tag with Contextualize, and
Connect with Infer/Monitor). These results indicate that the iterative design process we employed
through pilot studies was both effective and necessary. Both the first pilot study and the Baseline
learning results from our evaluation showed that merely doing the crowdsourced tasks did not
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help with learning. Further, the second and third pilot studies showed that simply applying SCIM-
C from the classroom to crowdsourced settings would not work, either. Only by decomposing the
SCIM-C technique into micro-tasks could the learning gains be realized. Finally, the results of com-
parison with RvD and Shepherd support the intuition that a domain expertise-related intervention
is more effective than task-related interventions in achieving learning gains in historical thinking
skills.

Looking at the most-learned ability for each task, CrowdSCIM improved worker learning by
1-2 points (out of maximum 4) for the corresponding phase in SCIM. That amount of learning is
comparable to previous SCIM-C studies [21] in which the learning gains were 1.26 for Summarize,
1.48 for Contextualize, and 0.61 for both Infer and Monitor combined after three 2.5-hour tutorials
across three instructional episodes. Although our study recruited novice workers from AMT and
participants of prior SCIM-C studies were school students, the learning gains were comparable
across these two very different participant pools, settings, and time frames.

CrowdSCIM in the Tag task also helped workers learn the Summarize ability. This suggests that
there is a strong correlation between the two phases and abilities. In contrast, the results of RvD
and Shepherd showed insignificant learning, and these techniques could even hurt learning in
some cases.

6.2 Quality: Crowd’s work quality is moderate and CrowdSCIM improves summary
quality

The quality results for summarization tasks showed that the participants in general were able to
generate summaries of middling quality (4 out of 10). CrowdSCIMwas able to improve the average
summary quality to 5.5 (see Appendix D for an example). RvD and Shepherd did not improve
the summary quality, in contrast to previous work [13, 57]. Unfamiliarity with historical primary
sources might make it difficult for these workers to write a very good summary.

The results of tone rating showed there was a moderate baseline agreement between the crowd
and the expert historian. For the Connect task, the baseline crowd resultswere even better, showing
substantial agreement with the expert. Because the baseline performance for these tasks is already
reasonably good, improvement may not be necessary for some use cases.

The recall results of the Tag task showed the baseline crowd was able to tag about 60% of the
expert’s tags. Due to the large number of responses and tags to analyze, our calculations only
recognized exact matches; i.e., minor differences such as "Va." and "Va" were considered different.
Therefore, this number should be seen as a lower bound because the recall could be higher with
alias handling techniques. For historians, recall is generallymore important than precision because
they are accustomed to false positives, whereas relevant primary sources are rare and missing one
is costly.

Aside from the Summary task, none of the three crowdsourcing techniques improved quality
results for any of the other tasks: tone, tag, or connect. Two possible explanations for CrowdSCIM’s
lack of effect are that the SCIM phases are too abstract for workers to immediately transfer to
micro-tasks, or that there is a ceiling effect caused by solid initial performance. Notably, none of
the learning techniques hurt work quality, either.

6.3 Efficiency: Extra work takes extra time but attrition is similar
As expected, Baseline is the most efficient technique for the crowdsourced task, followed by Shep-
herd and RvD, and finally CrowdSCIM. CrowdSCIM’s learning intervention took significantly
longer (10 min) than RvD (3 min) or Shepherd (2 min). However, the revision step took the same
amount of time for all three techniques (about 3 minutes). Further, across all SCIM phases and task
types, the total task times were suitable for crowdwork (10 minutes or less). We primarily included
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a revision step in all conditions to help quantify the advantage of each learning technique, but fu-
ture work could explore omitting the initial task completion in CrowdSCIM to improve efficiency.

Although the intervention and revision time of CrowdSCIM was longer, the attrition rate of
CrowdSCIM was similar other techniques. This seemed to suggest that CrowdSCIM intervention
provided some extra attraction to keep the attrition rate as the same level as others.

6.4 Trade-offs: No one technique works best for all situations
Based on the results, there is no one technique among the four we evaluated that can serve all
purposes, but depending on the requester’s goals, some approaches work significantly better than
others. In general, if the task design is learning-oriented, CrowdSCIM is the clear winner, because
workers show the highest learning gains while producing work of similar or better quality, al-
though this approach is slower than the others. If the design is quality-oriented, CrowdSCIM
should be used for summary tasks, and Baseline for the other tasks, since all approaches perform
similarly, but Baseline is fastest. If the design is efficiency-oriented, Baseline is the fastest, but work-
ers will not learn anything, and summary quality will be degraded. Further, the "add-on" design
of CrowdSCIM makes it easy to switch between Baseline and CrowdSCIM if the requester’s needs
change frequently.

7 BROADER IMPLICATIONS
7.1 Implications for historical education and research
Historical documents are critical sources for both scholarly research and learning in the domain
of history [46, 47], and teaching students to think like a historian is one of the main goals in
history education [23, 37, 52]. While we evaluated CrowdSCIM with paid crowds to support rapid
iteration and scaling up, we expect that crowds of traditional history students could also benefit
from using CrowdSCIM. SCIM-C is designed to be a sequential process that a student should follow
from Summarize to Corroborate, but our experiments suggest that different phases in historical
thinking may be learned or improved individually.

CrowdSCIM may also offer a useful supplement to the classroom teaching. For example, it may
be used as a first pass, allowing the instructor to focus on learning material that CrowdSCIM does
not provide. Or it may be used in a targeted way to improve one specific ability of historical think-
ing that a student or teacher identifies as weaker than the others by working on corresponding
tasks with CrowdSCIM. Finally, in settings where the ratio of number of students per expert is
high, such as in MOOCs or citizen science projects, CrowdSCIM may provide a scalable way for
students to learn historical thinking with minimal intervention from experts.

Our quality results also show that the crowd can already do a reasonable job for most crowd-
sourced tasks, although there is often room for improvement. For example, the summary captures
key information of the primary source, so it can help the historian quickly decide whether a source
is worth extra attention. Taking our test documents as examples, the average length of the doc-
uments is 253.2 words and the average length of a crowdsourced summary is 49.9 words. This
suggests a historian could save about 80% of the reading time while searching for relevant docu-
ments. In addition, the tagging results show that crowds have moderate to substantial agreement
with a historian in identifying documents that are relevant to the historian’s topics of interest.

While Shepherd and RvD have demonstrated significant value in other task domains, our results
suggest they are not well-suited for promoting learning or improving output quality in historical
research. Why not? While neither Shepherd or RvD was designed for historical research, both
were previously evaluated with writing or summarization tasks, so it is perhaps most surprising
that summarization was the only task where CrowdSCIM yielded significantly better (vs. similar)
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work quality. This result suggests that writing about historical primary sources creates unique
challenges. We propose two reasons why CrowdSCIM is better-suited for learning (and, in the
case of summaries, doing) analysis of historical documents. One is that the reflective questions in
step 2 provide scaffolding to help workers engage in deeper thinking and stimulate higher-level
cognitive processes. Specifically, the questions provide structure in the form of a "specific cognitive
strategy" [21] that reduces the initial complexity of an open-ended process. They also problematize
the task by drawing workers’ attention to issues they might not normally consider [21]. A second
reasonmay be that the practice interpretation in step 3 helps workers to synthesize and internalize
their new expertise before attempting to transfer it to a new application (i.e., the revision). This
mental organization may make the expertise more readily available for the post-test and beyond.

7.2 Implications for crowdsourcing research and practice
Our results demonstrate possibilities for a better "future of crowd work," [29]. Instead of doing
repetitive, low-payment tasks, crowd workers can learn and develop new skills to steadily handle
more complex and creative tasks and improve work quality and payment. When learning can
improve the work quality, as in the Summary task, learning may be seen as "training" directly
related to the work, and the requester could pay for the training as in a traditional job market.
When the learning does not improve the work quality, as in the Tone, Tag, and Connect tasks,
learning may be seen as "education" not directly related to the work, and the requester may choose
not to pay for it, but rather provide it as free education. At the same time, crowd workers can
also decide if they want to do more tasks to get paid or spend the time with skill development.
Previous work (e.g., [34, 41]) suggests that learning domain knowledge (factual knowledge) may
hinder work quality, but our results show learning domain expertise (such as analytical skills and
thinking strategies) may help with some task types, such as writing a summary, without impeding
work quality for other types of tasks.

While the main focus of our study is using crowdsourcing to support historical research, the
CrowdSCIM workflow may be generalize to other domains focused on sensemaking and analysis
of primary source documents. Historians have been described as “detectives searching for evi-
dence among primary sources to a mystery that can never be completely solved” [2], which shares
similarities with other investigative domains such as journalism, law enforcement, and political
fact-checking.
To adapt CrowdSCIM for other domains, we envision a generalized workflow comprising 1)

an unmodified initial text analysis task, 2) a scaffolded learning intervention, 3) a practice task,
and 4) a revised attempt at the initial task. Given our focus in this paper on supporting histori-
cal research, CrowdSCIM’s learning intervention in step 2 was adapted from SCIM-C’s historical
thinking prompts. For other domains, however, these prompts could be substituted for alternative
domain-specific reflective questions most relevant to the given task. For example, a CrowdSCIM
variant for supporting crowdsourced journalism might provide reflective questions derived from
ethnographic studies of expert practice for workers to learn to review user-generated content for
newsworthy themes [38, 48]. A crowdsourced fact-checking effort could ask questions based on
verification principles to help crowds learn to research politically oriented claims and assess the
reliability of their sources [31, 44]. In a law enforcement context, novice workers could learn to
analyze police reports for patterns of interest, guided by reflective questions about motive, oppor-
tunity, and lack of alibi [17, 18].
Our experiences with CrowdSCIM and historical documents also suggest some caveats in adapt-

ing our approach for other domains. First, although reflective questions for the target task may
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already exist, they were likely developed for a different audience, such as students or junior practi-
tioners, and will likely require iterative design to repurpose for novice crowd workers in a micro-
tasking context. Our pilot studies showed that SCIM-C, while effective in traditional classrooms,
required extensive modularization for crowds. Second, we recommend aligning each task with
the most relevant subset of reflective questions; with CrowdSCIM, proper alignment made the
difference between productivity gains and learning losses.

While future work is needed, we anticipate that CrowdSCIM’s specific orientation towards his-
torical thinking and working with primary sources, as well as its more general approach to decom-
posing complex thought processes into just-in-time learning interventions, may be applicable to
these and other domains sharing similar processes.

8 CONCLUSION
As crowdsourcingmarkets becomemore popular and pervasive, researchers and practitioners have
begun to seriously consider what future crowd work should ideally look like, suggesting some po-
tential trade-offs such as learning and productivity. One the one hand, we would like to help work-
ers learn and develop new skills. On the other hand, learning and skill development do not come
without cost (e.g., immediate productivity or money). In this paper, we investigated potential trade-
offs between learning domain expertise and productivity for historical research, a domain that has
seen little attention from crowdsourcing researchers. We adapted a technique from educational
research to create a crowdsourcing workflow, CrowdSCIM, that allows novice crowd workers to
learn historical thinking skills while completing useful historical research tasks. Results from our
experiments showed that CrowdSCIM was effective at helping workers learn domain expertise
while producing work of equal or higher quality compared to baseline and prior work conditions.
We also use CrowdSCIM as an example to discuss broader implications for future crowd work in
terms of training and education and implications for history education and research.

A SCIM-C SCORING RUBRIC (BASED ON [21])
Summarizing (1 point each)
(1) Does the response indicate the subject of the source?
(2) Does the response indicate the audience for the source?
(3) Does the response indicate the author of the source?
(4) Does the response include specific details from the source?
Contextualizing (1 point each)
(1) Does the response indicate when the source was produced?
(2) Does the response indicate where the source was produced?
(3) Does the response indicate why the source was produced?
(4) Does the response indicate the immediate or broader context?
Inferring/Monitoring (1 point each)
(1) Does the response include explicit and/or implicit inferences?
(2) Does the response include inferences based on omissions?
(3) Does the response indicate the need for information beyond the source?
(4) Does the response evaluate the usefulness or significance of the source?

B SUMMARY SCORING RUBRIC
(1) The worker wrote an original summary. The worker did not plagiarize.
(2) The worker wrote a summary that contains all important information in the document.
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(3) The worker wrote a summary that has balanced coverage. The summary does not focus on
some specific parts of the original document.

(4) The worker wrote a summary without adding personal opinions nor emotions.
(5) The worker wrote a summary with sufficient information and details from the original doc-

ument.
(6) The worker did not have spelling and grammar mistakes.
(7) The worker wrote the right amount (3 sentences).

C SCIM QUESTIONS USED IN CROWDSCIM (BASED ON [21])
Summary-tone (Summarize)
(1) What type of historical document is the source?
(2) What specific information, details and/or perspectives does the source provide?
(3) What is the subject and/or purpose of the source?
(4) Who was the author and/or audience of the source?
Tag (Contextualize)
(1) When and where was the source produced?
(2) Why was the source produced?
(3) What was happening within the immediate and broader context at the time the source was

produced?
(4) What summarizing information can place the source in time and place?
Connect (Infer/Monitor)
(1) What interpretations, inferences, perspectives or points of view may be drawn from or indi-

cated by the source?
(2) What inferences may be drawn from absences or omissions in the source?
(3) What additional evidence beyond the source is necessary to answer the historical question?
(4) How useful or significant is the source for its intended purpose in answering the historical

question?
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D SAMPLE PARTICIPANT RESPONSE

Table 4. Sample historical interpretations of CrowdSCIM across pre-test and three crowdsourced tasks

Pre-test “The farming communities are having a real tough time. Most of the crops have died
out over the last season, due to weather related catastrophes. Merchants have began
cutting off credit, so farmers are really going to start feeling the pinch. A family
member also seems to have gotten a good job as a personal chauffeur.”

— P287 with 1 point for describing detail in Summarize
Summary-tone “Estella writes to her sister about life on the farm in 1911. She relates details about the

tough weather and pest conditions that led to a worrisome set of circumstances for all
the farmers. The situation was dire enough that merchants were cutting off credit to
farm families. She was also hopeful, though, that the current rains might change the
conditions in their favor so that they might have a good crop of wheat. She also writes
of her daughter who is headed for a job in NYC and another mutual acquaintance who
was changing his job from chauffeur to pilot.”

— P310 with 3 points in Summarize and 1 point for time in Contextualize
Tag

“This letter from Estella Stigebower to her sister Ella Roesch, written on August
3rd, 1911, indicates conditions on the plains were very harsh during the early 20th
century. Writing from Marion, Nebraska, Stigebower responds to her sister’s previous
letter by indicating she is sorry to hear the crops were a total failure. Her letter also
demonstrates that crop failure was experienced by many people in the plains, largely
as a result of storms and plagues of grasshoppers and army worms. Crops had failed
to such an extent that merchants were forced to cut off credit to farmers. Finally,
Stigebower offers a glimpse of how other family members outside of the plains have
been fairing, indicating they have been able to get jobs and not mentioning any specific
hardship they have had.”

— P332 with full points in Summarize and Contextualize
Connect

“Conditions of life in farming communities during this time period were difficult. Crops
were failing not only for this family, but for many families- suggesting that many
families were unable to support themselves properly. The lack of help from the town
(cutting the credit system) also suggests that the wealthier families had no desire to
help the other citizens. Although this point of view is missing, it seems that like today,
the wealthier businesses only wanted to help themselves and not those who needed
assistance. If the article included information about other businesses, it would add to
the perspective of "the other side".”

— P359 with 1 point for details in Summarize and 2 points for inference and
monitoring in Infer/Monitor
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Table 5. An example of an improved summary using CrowdSCIM

Original Summary Revised Summary (CrowdSCIM)
“Estella has written a letter
to her sister and family,
catching them up on what’s
going on in her life. She’s
concerned about her family’s
failed crops and has seen
similar issues in her area”

— P312 with score 4/10

“In the Midwest, pre-WWI, Estella has written a letter to her sister and
family, catching them up on what’s going on in her life. She’s concerned
about her family’s failed crops and has seen similar issues in her area
where corn fields were destroyed by grasshoppers and hail storms.
She also talks about other people, including Lillie and Gus, who was
working as a chauffeur for $125/month and hoping to run an airship soon.”

— P312 revised work with score 9/10 and extra context (location
and time), details (grasshoppers and hail storms), and coverage (relatives)
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